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Abstract

There is a recent interest in finding bounds for risk measures of portfolios when the marginal distributions of its risky components are assumed to be known. This problem is well studied when the dependence among the risks is unknown, but the bounds obtained are too wide to be useful in practice. Unfortunately, additional dependence information, such as knowledge of some higher-order moments, makes the problem hard to deal with.

We motivate that replacing the knowledge of the marginal distributions by the knowledge of the mean of the portfolio sum does not result in significant loss of information, while making it possible to find explicit bounds if also higher-order moments as source of dependence information are available. Effectively, we propose a new and elementary derivation of bounds on various risk characteristics, including distribution functions and Value-at-Risk (VaR).

Our results make it possible for supervisory authorities to assess the robustness of risk models used in practice and to identify issues of incomparability of risk models across different institutions.
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1 Motivation

Quantifying the risk of a sum of random variables has always been a central problem in various disciplines including engineering, finance, risk management and insurance. Clearly, portfolios of risks are at the core of insurance business as this activity is based on a risk exchange between the policyholders who want to get rid of their individual risk and the insurer who counts on diversification effects to keep the riskiness of the entire portfolio under control. But our study may also apply to engineering where sums of random variables naturally appear when studying computer networks design problems and traffic flow problems or in finance where they arise in the valuation of Asian or basket options, amongst others.

For an insurance portfolio, the assumption of independence between the risky components is sometimes realistic in which case the insurer can resort to the Central Limit Theorem or more accurate methods such as Panjer’s recursion or Monte Carlo simulation to quantify with precision the maximum loss (Value-at-Risk (VaR)) he can suffer in a given period of time at a certain probability level. In the majority of cases, however, the different risks are influenced by one or more common factors such as geography, inflation or economic environment, and it is hard to specify the joint distribution.

Ultimately, some assumptions will be made resulting in the choice of a multivariate model that makes it possible to measure the risk of the portfolio at hand while, in fact, there are many models that are consistent with the available information. It is then of great interest (and importance) for all stakeholders involved to assess the robustness of the model with respect to a change in its underlying assumptions: what is the maximum or minimum value for a certain risk measure that can be justified given a certain set of information? In particular, regulators, confronted with scandals such as the subprime crisis and the LIBOR fraud seem to care more and more about model uncertainty (and complexity). For example, in their discussion paper, the Basel Committee (2013) insists that a desired objective of a solvency framework concerns comparability: “Two banks with portfolios having identical risk profiles apply the framework’s rules and arrive at the same amount of risk-weighted assets and two banks with different risk profiles should produce risk numbers that are different proportionally to the differences in risk”. The financial news agency Bloomberg (2013) recently reported: “While firms submit their models to national regulators for validation, they don’t have to disclose them publicly. Surveys by the Basel Committee have shown that risk-weightings for the same assets vary among banks, undermining their credibility”.

Assessing model uncertainty is not straightforward to do. There is a rich literature devoted to bounds on the distribution function or, equivalently, the Value-at-Risk (VaR) of a risky portfolio when the marginal distributions of the components (describing the stand-alone risks) are assumed to be known but not their interdependence; see amongst others Rüschendorf (1982), Denuit et al. (1999), Embrechts and Puccetti (2006a), Puccetti and Rüschendorf (2012a) and Embrechts et al. (2013). Specifically, when the portfolio is homogeneous (all marginal distributions are identical) one can often obtain sharp (attainable, best-possible) bounds explicitly. However, the analysis for inhomogeneous portfolios is fairly complicated and theoretical results are scarce. Recently, Puccetti and Rüschendorf (2012a) have introduced the rearrangement algorithm (RA) as a practical way to approximate sharp
bounds on the distribution of a portfolio sum. The RA was further used by Embrechts et al. (2013) to approximate sharp upper and lower bounds for the VaR of a portfolio. While their numerical examples provide evidence that the RA is indeed able to approximate the sharp bounds accurately, they also show that the gap between worst-case and best-case VaR numbers is usually very high. Furthermore, the upper bound on VaR is always larger than the VaR one would obtain in the case that all risks have maximum correlation (comonotonic), a situation that is hard to accept by practitioners. For example, Embrechts et al. (2013) show in their Figure 5 that for a portfolio of Pareto(2) distributed risks the upper bound on the VaR is about 2 times larger than the comonotonic VaR (i.e. when the marginal risks are assumed to be comonotonic). More generally, Puccetti and Rüschendorf (2012d) show that under some mild conditions the worst Value-at-Risk behaves asymptotically as the worst Tail Value-at-Risk (TVaR). The intuition behind this result is as follows. The VaR (measured at some probability level \( p \)) of a comonotonic sum is of course just a particular point of the quantile function of this sum. Now, by changing the comonotonic dependence in the upper tail of the marginal supports (from level \( p \) onwards), one is able to adjust the upper quantiles of the sum (from level \( p \) onwards). As the quantile function is non-decreasing, it is then clear that the highest VaR will be obtained if one can change the dependence such that the quantile function of the sum becomes a constant on \((p, 1)\). The constant value is then the maximum VaR and is equal to the comonotonic TVaR (Bernard et al. (2013)).

The situation described above stresses that information on the dependence is crucial if one wants to build models that provide risk numbers that are trustworthy in the sense that upper and lower bounds for these numbers stay in some reasonable range. For example, one may want to assume that the risks are positively dependent, the variance of the aggregate risk can be estimated accurately from a statistical analysis of observed losses or some information on the copula function might be available. In the context of additional dependence information, the results in the literature are more limited and of an ad-hoc nature. Rüschendorf (1991), Embrechts and Puccetti (2009), Embrechts et al. (2013) consider the situation in which some of the bivariate distributions are known, Denuit et al. (1999) study VaR bounds assuming that the joint distribution of the risks is bounded by some distribution, and Cheung and Vanduffel (2013) study bounds for sums of random variables when the marginals and the variance of the sum are known. However, the bounds that are proposed in these papers are often hard to deal with, especially for high-dimensional and inhomogeneous portfolios, and they do not necessarily sharpen the unconstrained bounds in a significant way; see also Chernih et al. (2010) for an illustration in the context of credit risk portfolio modelling. We quote from Embrechts et al. (2013): “Additional positive dependence information added on top of the marginal distributions does not improve the VaR bounds substantially”.

To some extent, these observations contrast with the findings of Bernard et al. (2013). They consider the presence of a variance constraint on the portfolio sum as a source of dependence information and show that doing so can significantly tighten the (unconstrained) VaR bounds. Indeed, the basic insight in Bernard et al. (2013) is that, in presence of a variance constraint, an upper bound for the VaR can be obtained by changing the comonotonic dependence on the entire support of the marginal distributions, in such a way that the resulting portfolio sum (the quantile function) becomes atomic and takes two values...
only, say \( a \) and \( b \) \((a < b)\), that have maximum difference while satisfying the global variance constraint. The constrained upper bound for the VaR, i.e. \( b \), will usually be lower than the unconstrained bound \( B \) and the difference between both bounds can be substantial. In other words, in the above statement of Embrechts et al. (2013) one may change the word “can” into “may” and add to it “especially, in the situation in which one is concerned with performing VaR calculations at very high probability levels and the average correlation is high”; see also Bernard et al. (2013) for more information and examples that demonstrate the impact of a variance constraint on the (unconstrained) VaR bounds.

Bernard et al. (2013) also show that the constrained VaR bound \( b \) is closely related to the classical Cantelli bound (involving mean and standard deviation) for distributions. Their construction draws an interesting parallel between, on the one hand, the problem of finding VaR bounds when the marginal distributions are given and some higher-order moments, and, on the other hand, the problem of finding bounds when the mean of the portfolio sum (but not the marginal distributions) and the higher-order moments are given. Indeed, it is well-known that solutions to the latter problem are in most cases given by atomic random variables, which is consistent with their findings.

This observation is important, as the first problem (i.e., the inclusion of the knowledge of the marginal distributions in the set-up of the problem) is clearly relevant but hard to deal with and few explicit results are available. In contrast, the second problem (only some moments of the portfolio are available) is substantially easier to deal with, and the loss of information by changing “the knowledge of all marginal distributions” by “the knowledge of the portfolio mean” appears to be limited. In fact, by skipping the information on the marginal distributions and adding the information on the higher-order moments instead, one effectively has the opportunity to exploit the available dependence information. Moreover, in practice loss statistics may only be available at the portfolio level, or, may not be sufficiently rich enough, to derive the marginal distributions of the risks involved. In contrast, the setting of the moment bounds problem is exactly adapted to the situation in which one has portfolio statistics available. Note however that the higher the order of the moments the more vulnerable their estimators become to outliers, and more observations will be needed to estimate them with sufficient confidence. A possible way to deal with this issue consists in using robust estimators; see e.g. Huber and Ronchetti (2009). Alternatively, one may consider the statistical uncertainty on the moments explicitly and our framework allows to deal with it.

In summary, it is of crucial importance to consider all available dependence information when finding the VaR of a portfolio and casting the problem as a higher moment problem (hereby no longer using the marginal distributions) provides a way to deal with this problem efficiently.

In this paper, we provide a new derivation of moment bounds on various risk characteristics, including distribution functions and Value-at-Risk. This problem has already been studied in the literature by various authors including Härlimann (1998), Härlimann (2002), De Schepper and Heijnen (2010), Kaas and Goovaerts (1986a), (1986b). Given a risk \( X \), Kaas and Goovaerts (1986a), (1986b) derive lower and upper bounds on quantities of the
form $E[g(X)]$, for some given function $g$, when $X$ belongs to a class of random variables satisfying certain moment conditions (see also the references in their paper). Hürlimann (2002) finds analytical bounds for the VaR that are based on the mean, variance, skewness and kurtosis. The standard approaches in the literature are based on linear programming or special polynomials and their solutions were, in most cases, given by atomic random variables with similar structure.

The present paper exploits this remarkable feature and derives such bounds in an elementary way using well-known crossing properties of distribution functions and some stochastic dominance concepts. Our approach is straightforward to implement and allows to deal efficiently with several problems of interest in insurance and finance. We illustrate this feature by discussing model uncertainty on credit risk portfolio modelling and on the collective risk model (the latter is a standard model used in the insurance industry). We show that adding dependence information can reduce model error significantly. However, model risk is a concern that cannot be readily ignored. We argue that supervisory authorities can use the techniques developed in this paper to assess how robust (VaR based) capital requirements are with respect to model misspecification. In practice, the moments are often not known with certainty but need to be estimated from data. To account for this feature, we extend our framework to also include statistical uncertainty on the moment constraints.

The remainder of this paper is organized as follows. In Section 2, sets of distributions with prescribed moment sequence, the so-called moment spaces, are discussed. Then, bounds on distribution functions with given moments are derived in an elementary, probabilistic way in Section 3. Section 4 is devoted to the corresponding moment bounds on quantiles, or Value-at-Risk (VaR). Section 4.2 extends the results in the presence of statistical uncertainty and offers an application to the collective risk model. More applications are developed in Section 5. The final Section 6 concludes and provides some policy implications.

2 Moment spaces

2.1 Description

We denote by $M_s([a,b]; \mu_1, \mu_2, \ldots, \mu_{s-1})$ the class of all the random variables $X$ valued in the interval $[a,b]$ ($a, b \in \mathbb{R}$) and with prescribed first $s-1$ moments $EX^k = \mu_k$, $k = 1, 2, \ldots, s-1$. The restriction to finite supports may appear as a limitation of the setting but it is actually not. Indeed, the upper limit to the financial loss for which the insurance company underwrites is generally fixed by the contract or determined through reinsurance techniques. Note also that in any case insurers have limited liability (up to their capital) and finite resources to meet claims. In the remainder of the paper, we discuss separately two cases according to the parity of $s$.

- When $s$ is even, then $s = 2m$ for some positive integer $m$ and an odd number of moments $\mu_1, \ldots, \mu_{2m-1}$ are known.
• When $s$ is odd, then $s = 2m + 1$ for some non-negative integer $m$ and an even number of moments $\mu_1, \mu_2, \ldots, \mu_{2m}$ are known.

It is clear that not every vector $(\mu_1, \mu_2, \ldots, \mu_{s-1}) \in \mathbb{R}^{s-1}$ corresponds to a sequence of moments, i.e. we may have that $\mathcal{M}_s([a, b]; \mu_1, \mu_2, \ldots, \mu_{s-1}) = \emptyset$. Furthermore, other sequences of moments may correspond to a unique probability distribution. For example, if $\xi \in [a, b]$ then the moment sequence $(\xi, \xi^2, \ldots, \xi^{s-1})$ corresponds to the degenerated random variable $X = \xi$ a.s. for any $s \geq 3$. These situations are clearly without further interest and we would like to impose conditions on moment sequences to ensure that the moment space at hand contains more than one element\footnote{and thus many more elements as the moment space is closed under mixing.}. It is possible to describe these conditions precisely in terms of some moment matrices (see Appendix A). In what follows we always tacitly assume that these conditions are satisfied.

A special role in a given moment space is then played by two elements with a minimum number of support points. These variables correspond to the so-called $s$-convex minimum resp. maximum in the moment space $\mathcal{M}_s([a, b]; \mu_1, \mu_2, \ldots, \mu_{s-1})$ and their properties will be crucial in the construction of bounds on various risk quantities of interest. We recall the concept of $s$-convex order first and next explain to construct the distributions of the $s$–convex extrema explicitly; see also Denuit et al. (1999) for more details.

## 2.2 $s$-convex order

Let $X$ and $Y$ be two random variables in $\mathcal{M}_s([a, b]; \mu_1, \mu_2, \ldots, \mu_{s-1})$. If the inequality $E[g(X)] \leq E[g(Y)]$ holds for every function $g$ with a non-negative $s$–th order derivative such that the expectations exist, then $X$ is said to be smaller than $Y$ in the $s$-convex order sense (denoted $X \preceq_{s-\text{cx}} Y$). Note that the 1-convex order is the usual first-degree stochastic dominance and the 2-convex order is the usual convex order or second-order stochastic dominance. Many properties of the $s$-convex stochastic order can be found in Denuit et al. (1998).

It is clear that when $s = 2$ the distribution functions $F_X$ and $F_Y$ must cross at least once (as they share the same mean). It is also well-known that if they cross exactly once then $X$ and $Y$ are ordered in the sense of 2-convex order. Interestingly, these crossing properties can be generalized to any value of $s$. To this end, we recall that for a real-valued function $g$ defined on a subset $I$ of the real line, the number of changes of sign of $g$ on this subset $I$ is

$$S^-(g) = \sup S^-[g(\xi_1), g(\xi_2), \ldots, g(\xi_n)],$$

(2.1)

where the supremum is extended over all sets $\xi_1 < \xi_2 < \cdots < \xi_n \in I$, $n$ is arbitrary but finite and $S^-[\theta_1, \theta_2, \ldots, \theta_n]$ is the number of sign changes of the indicated sequence $\{\theta_1, \theta_2, \ldots, \theta_n\}$, zero terms being discarded (see, for example, Karlin (1968)). The functions $g_1$ and $g_2$ are said to cross each other $k$ times if $S^-(g_1 - g_2) = k$. As the sign of the $s$–th derivative of the test function $g$ is controlled, the $s$-convex order is closely related to the higher-degree increases in risk introduced by Ekern (1980).
We can now formulate the following property; see also Theorems 4.2 and 4.3 in Denuit et al. (1998) and Proposition 3.2 in Denuit et al. (1999).

Property 2.1 (Crossing conditions). Let \( X \) and \( Y \) be two random variables in the set \( \mathcal{M}_s([a, b]; \mu_1, \mu_2, \ldots, \mu_{s-1}) \) with different distributions \( F_X \) and \( F_Y \), then, \( S^{-}(F_X - F_Y) \geq s-1 \). Moreover, \( S^{-}(F_X - F_Y) = s-1 \) implies that \( X \preceq_{s-\text{cx}} Y \) provided the last sign of \( F_X - F_Y \) is a “+”. By symmetry of the argument, \( S^{-}(F_X - F_Y) = s-1 \) implies that \( Y \preceq_{s-\text{cx}} X \) provided the last sign of \( F_X - F_Y \) is a “-”.

### 2.3 Identification of \( s \)-convex extrema

Let us now construct the distributions of the \( s \)-convex minimum and maximum in the moment space \( \mathcal{M}_s([a, b]; \mu_1, \mu_2, \ldots, \mu_{s-1}) \). In doing so, we rely on a more general result of De Vijlder (1996) that allows finding a discrete distribution in a given moment space when some points of the support are fixed. Specifically, if \( \alpha_1, \ldots, \alpha_i \) are fixed support points in \([a, b]\) and \( \theta_1, \ldots, \theta_j \) are unknown support points in \((a, b)\), De Vijlder (1996) derives in Section 8.2.2, Theorem 4, the unique \( Y \) in \( \mathcal{M}_{i+j}([a, b]; \mu_1, \mu_2, \ldots, \mu_{i+j-1}) \) having \( \alpha_1, \ldots, \alpha_i \) and \( \theta_1, \ldots, \theta_j \) as support points. This construction can be explained as follows. First, the unknown support points \( \theta_1, \ldots, \theta_j \) are the roots of the following equation based on a Vandermonde determinant

\[
\begin{vmatrix}
1 & x & x^2 & \cdots & x^j \\
\mu_{i;\alpha_1,\ldots,\alpha_i} & \mu_{i+1;\alpha_1,\ldots,\alpha_i} & \mu_{i+2;\alpha_1,\ldots,\alpha_i} & \cdots & \mu_{i+j;\alpha_1,\ldots,\alpha_i} \\
\mu_{i+1;\alpha_1,\ldots,\alpha_i} & \mu_{i+2;\alpha_1,\ldots,\alpha_i} & \mu_{i+3;\alpha_1,\ldots,\alpha_i} & \cdots & \mu_{i+j;\alpha_1,\ldots,\alpha_i} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\mu_{i+j-1;\alpha_1,\ldots,\alpha_i} & \mu_{i+j;\alpha_1,\ldots,\alpha_i} & \mu_{i+j+1;\alpha_1,\ldots,\alpha_i} & \cdots & \mu_{i+2j-1;\alpha_1,\ldots,\alpha_i} \\
\end{vmatrix} = 0,
\tag{2.2}
\]

with the elements of the matrix defined recursively as follows \( \mu_{k;\alpha_1,\ldots,\alpha_i} = \mu_{k;\alpha_1,\ldots,\alpha_i-1} - \alpha_i \mu_{k-1;\alpha_1,\ldots,\alpha_i-1} \) starting from \( \mu_{k;\alpha_1} = \mu_k - \alpha_1 \mu_{k-1}(\mu_1 = 1, \mu_{-1} = 0) \). This fundamental result is easily derived as follows. First, notice that for any \( k \geq \ell \),

\[ \mu_{k;\alpha_1,\ldots,\alpha_\ell} = E \left[ Y^{k-\ell} \prod_{n=1}^{\ell} (Y - \alpha_n) \right]. \]

Denote \( r_k := P[Y = \theta_k] \). Equation (2.2) is now a direct consequence of the matrix factorization

\[
\begin{pmatrix}
1 & x & x^2 & \cdots & x^j \\
\mu_{i;\alpha_1,\ldots,\alpha_i} & \mu_{i+1;\alpha_1,\ldots,\alpha_i} & \mu_{i+2;\alpha_1,\ldots,\alpha_i} & \cdots & \mu_{i+j;\alpha_1,\ldots,\alpha_i} \\
\mu_{i+1;\alpha_1,\ldots,\alpha_i} & \mu_{i+2;\alpha_1,\ldots,\alpha_i} & \mu_{i+3;\alpha_1,\ldots,\alpha_i} & \cdots & \mu_{i+j+1;\alpha_1,\ldots,\alpha_i} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\mu_{i+j-1;\alpha_1,\ldots,\alpha_i} & \mu_{i+j;\alpha_1,\ldots,\alpha_i} & \mu_{i+j+1;\alpha_1,\ldots,\alpha_i} & \cdots & \mu_{i+2j-1;\alpha_1,\ldots,\alpha_i} \\
\end{pmatrix}
\]
Second, the probability masses $P[Y = \alpha_\ell] (\ell = 1, 2, \ldots, i)$ and $P[Y = \theta_\ell] (\ell = 1, 2, \ldots, j)$ can be obtained from solving the Vandermonde system of equations

$$
\sum_{i=1}^{i} P[Y = \alpha_\ell] \alpha_\ell^k + \sum_{i=1}^{j} P[Y = \theta_\ell] \theta_\ell^k = \mu_k, \quad k = 0, 1, \ldots, i + j - 1
$$

Using equations (2.2) and (2.3) we are able to construct some particular distributions that have a minimum number of support points as follows (see also Denuit et al. (1998) and Denuit et al. (1999)).

**Even number of moments fixed (s is odd, s=2m+1):** We consider two particular discrete random variables in $\mathcal{M}_{2m+1}([a, b]; \mu_1, \mu_2, \ldots, \mu_{2m})$ having $(m + 1)$ atoms with one of the atoms given as either $a$ or $b$. The first one puts positive masses $p_1, p_2, \ldots, p_{m+1}$ on the atoms $a, x_2, \ldots, x_{m+1}$, with $a < x_2 < \cdots < x_{m+1} < b$. Here, the $x_2, \ldots, x_{m+1}$ are the $s$ distinct roots of equation (2.2) with $i = 1$, $\alpha_1 = a$ and $j = m$. From Property 2.1 we know that the corresponding distribution has at least $2m - 1$ crossing points with any other distribution function of a variable in $\mathcal{M}_{2m+1}([a, b]; \mu_1, \mu_2, \ldots, \mu_{2m})$, and as per construction it must then have exactly $2m$ such crossings. This random variable is the smallest for the $(2m + 1)$-convex order among all random variables in $\mathcal{M}_{2m+1}([a, b]; \mu_1, \mu_2, \ldots, \mu_{2m})$. We denote it by $X_{\min}^{(2m+1)}$. The second one puts positive masses $q_1, q_2, \ldots, q_{m+1}$ on the atoms $y_1, y_2, \ldots, y_{m}, b$, with $a < y_1 < y_2 < \cdots < y_{m} < b$, where $y_1, y_2, \ldots, y_{m}$ are the $m$ distinct roots of (2.2) with $i = 1$, $\alpha_1 = b$ and $j = m$. From Property 2.1 it readily follows that this random variable is the largest in the sense of the $(2m + 1)$-convex order among all random variables in $\mathcal{M}_{2m+1}([a, b]; \mu_1, \mu_2, \ldots, \mu_{2m})$. We denote it by $X_{\max}^{(2m+1)}$.

**Odd number of moments fixed (s is even, s=2m):** We define two particular elements in $\mathcal{M}_{2m}([a, b]; \mu_1, \mu_2, \ldots, \mu_{2m-1})$. The first one has the minimal number of support points, i.e. $m$ support points strictly in $(a, b)$. It puts positive masses $p_1, p_2, \ldots, p_{m}$ on the atoms $x_1, x_2, \ldots, x_{m}$, with $a < x_1 < x_2 < \cdots < x_{m} < b$. The atoms $x_1, x_2, \ldots, x_{m}$ are the $m$ distinct roots of equation (2.2) with $i = 0$ and $j = m$. From Property 2.1 it follows that this random variable is the smallest in the sense of the $2m$-convex order among all random variables in $\mathcal{M}_{2m}([a, b]; \mu_1, \mu_2, \ldots, \mu_{2m-1})$. We denote it by $X_{\min}^{(2m)}$. The second element in $\mathcal{M}_{2m}([a, b]; \mu_1, \mu_2, \ldots, \mu_{2m-1})$ of interest has $m + 1$ support points: $a$, $b$ and $m - 1$ strictly in $(a, b)$. It puts positive masses $q_1, q_2, \ldots, q_{m+1}$ on the atoms $a, y_2, \ldots, y_{m}, b$, with $a < y_2 < \cdots < y_{m} < b$. The atoms $y_2, \ldots, y_{m}$ are the $m - 1$ distinct roots of equation (2.2) with $i = 2$, $\alpha_1 = a$, $\alpha_2 = b$ and $j = m - 1$. Finally, Property 2.1 implies that this random
variable is the largest in the sense of the $2m$-convex order among all the random variables in $\mathcal{M}_{2m}([a, b]; \mu_1, \mu_2, \ldots, \mu_{2m-1})$. It will be denoted below by $X_{\text{max}}^{(2m)}$.

We end this sub-section with two properties that are used repeatedly in the remainder of this paper. From Property 2.1 and the structure of $X_{\text{min}}^{(s)}$ and $X_{\text{max}}^{(s)}$ it follows that for any $X \in \mathcal{M}_{s}([a, b]; \mu_1, \mu_2, \ldots, \mu_{s-1})$ we must have

$$S^{-}(F_X - F_{X_{\text{min}}^{(s)}}) = S^{-}(F_X - F_{X_{\text{max}}^{(s)}}) = s - 1$$

(2.4)

which brings a set of conditions on the position of the graph of $F_X$. This argument is used repeatedly in the remainder of this paper (and was at the core of the construction of $X_{\text{min}}^{(s)}$ and $X_{\text{max}}^{(s)}$ that we outlined before). Also, as $X_{\text{min}}^{(s)}$ and $X_{\text{max}}^{(s)}$ both belong to $\mathcal{M}_{s}([a, b]; \mu_1, \mu_2, \ldots, \mu_{s-1})$, we must have

$$S^{-}(F_{X_{\text{min}}^{(s)}} - F_{X_{\text{max}}^{(s)}}) = s - 1$$

(2.5)

so that the support points of $X_{\text{min}}^{(s)}$ and $X_{\text{max}}^{(s)}$ alternate in $[a, b]$. See (3.1) and (3.2) below.

3 Moment bounds on distribution functions

For any $t \in (a, b)$, we want to find a random variable $Z \in \mathcal{M}_{s}([a, b]; \mu_1, \mu_2, \ldots, \mu_{s-1})$ with distribution function $F_Z$ such that for all $X \in \mathcal{M}_{s}([a, b]; \mu_1, \mu_2, \ldots, \mu_{s-1})$ it holds that,

$$F_Z(t-) = P[Z < t] \leq F_X(t) \leq F_Z(t).$$

Notice that the random variable $Z$ depends on the point $t$ considered and that the bounds on $F_X(t)$ are sharp (best-possible). The random variable $Z$ providing bounds on $F_X(t)$ can now be built as follows, depending on the number of moments known.

Odd number of moments fixed ($s$ is even, $s=2m$): Assume that $s$ is even, i.e. $s = 2m$ for some positive integer $m$. Consider a discrete variable $Z \in \mathcal{M}_{s}([a, b]; \mu_1, \mu_2, \ldots, \mu_{s-1})$ having atoms $z_1, \ldots, z_{m+1} \in [a, b]$, $z_1 < \ldots < z_{m+1}$. For any other random variable $X$ in $\mathcal{M}_{s}([a, b]; \mu_1, \mu_2, \ldots, \mu_{s-1})$, $X \neq X_{\text{min}}^{(s)}$, $X \neq X_{\text{max}}^{(s)}$, we know from Property 2.1 that $S^{-}(F_X - F_Z) \geq s - 1$. By selecting appropriate locations for the atoms of $Z$, we can then ensure that $S^{-}(F_X - F_Z) = s$ always hold and we show that such $Z$ allows to bound $F_X(t)$.

For $S^{-}(F_X - F_Z) = s$ to hold, we must have that either $z_1 = a$ or $z_{m+1} = b$ and the other $m$ support points must be taken in $(a, b)$. More precisely, if one has $z_1 = a < z_2 < \ldots < z_{m+1} < b$ then we have a total of $2m = s$ crossings indeed, namely

- one crossing over each flat part above $(z_j, z_{j+1})$, $j = 1, \ldots, m$ (i.e. a total of $m$ crossings);
- one crossing at each atom $z_2, \ldots, z_{m+1}$ (i.e. a total of $m$ crossings).
Next, if \( a < z_1 < \ldots < z_m < z_{m+1} = b \) then we also have \( 2m = s \) crossings, which can be described as follows:

- one crossing over each flat part above \( (z_j, z_{j+1}) \), \( j = 1, \ldots, m \) (i.e. a total of \( m \) crossings);
- one crossing at each atom \( z_1, \ldots, z_m \) (i.e. a total of \( m \) crossings).

This means that each time \( F_Z \) jumps, i.e. at each \( z_j \in (a, b) \), we must have

\[
F_Z(z_j-) < F_X(z_j) < F_Z(z_j).
\]

Now, as one support point of \( Z \) is given \((a \text{ or } b)\), we have \( 2m + 1 = s + 1 \) unknown support points and probability masses. But we face \( s \) constraints \((s - 1 \) moments and the probabilities summing up to 1). Thus, there remains a single degree of freedom. We are therefore free to locate one support point of \( Z \) at \( t \) in order to bound \( F_X(t) \). Hence, we only have to build the unique random variable \( Z \) having the structure described above in which we take \( t \) as a particular atom.

In the reasoning that we just outlined, it appears that there are two possibilities for choosing \( Z \). We now explain that, depending on the location of \( t \) with respect to the support points of the extrema \( X_{\text{min}}^{(s)} \) and \( X_{\text{max}}^{(s)} \), one can determine whether either \( a \) or \( b \) is to be considered as a support point of \( Z \). Indeed, when \( s = 2m \), the support points of \( X_{\text{min}}^{(s)} \) are \( a < x_1 < x_2 < \ldots < x_m < b \) and the support points of \( X_{\text{max}}^{(s)} \) are \( a = y_1 < y_2 < \ldots < y_m < y_{m+1} = b \). The \( x_j \) and \( y_j \) satisfy

\[
a = y_1 < x_1 < y_2 < x_2 < \ldots < y_m < x_m < y_{m+1} = b. \tag{3.1}
\]

At each atom \( z_j \) of \( Z \), the distribution function \( F_Z \) must cross both \( F_{X_{\text{min}}^{(s)}} \) and \( F_{X_{\text{max}}^{(s)}} \) (see also (2.4)). This implies that,

- if \( t \in (y_j, x_j) \) then each atom of \( Z \) must belong to an interval \( (y_\ell, x_\ell) \), \( \ell = 1, \ldots, m \) and \( b \) must belong to the support of \( Z \). The support of \( Z \) thus consists in

\[
a < z_1 < z_2 < \ldots < z_m < z_{m+1} = b
\]

with each \( z_k \in (y_k, x_k) \) and \( z_j = t \).

- if \( t \in (x_j, y_{j+1}) \) then each atom of \( Z \) must belong to an interval \( (x_\ell, y_{\ell+1}) \), \( \ell = 1, \ldots, m \) and \( a \) must belong to the support of \( Z \). The support of \( Z \) thus consists in

\[
a = z_1 < z_2 < \ldots < z_{m+1} < b
\]

with each \( z_k \in (x_k, y_{k+1}) \) and \( z_j = t \).
Hence, the location of $t$ with respect to the partition of $[a, b]$ created by the union of the supports of $X_{\min}^{(s)}$ and $X_{\max}^{(s)}$ satisfying (3.1) determines whether $a$ or $b$ belongs to the support of $Z$.

From the above reasoning we conclude that the support points of the optimal $Z$ (allowing to bound $F_X(t)$) can thus be found by solving equation (2.2) with $i = 2$ and either $\alpha_1 = a$ and $\alpha_2 = t$ (when $t \in (x_j, y_{j+1})$) or $\alpha_1 = t$ and $\alpha_2 = b$ (when $t \in (y_j, x_j)$).

We illustrate this construction and the reasoning with a detailed worked-out example.

**Example 3.1** (Case $s = 2$, $m = 1$). In $\mathcal{M}_2([a, b]; \mu_1)$ one has that $X_{\min}^{(2)} = \mu_1$ almost surely, and $X_{\max}^{(2)}$ is given as

$$X_{\max}^{(2)} = \begin{cases} a & \text{with probability } \frac{b - \mu_1}{b - a}, \\ b & \text{with probability } \frac{\mu_1 - a}{b - a}. \end{cases}$$

As $X_{\min}^{(2)}$ belongs to $\mathcal{M}_2([a, b]; \mu_1)$, we know that the lower bound on $F_X(t)$ can only be zero before $\mu_1$ and the upper bound can only be 1 after $\mu_1$. The support of $Z$ must contain $t$ and either $a$ or $b$. If $a < t < \mu_1$ then $a$ cannot be a support point because $a$ and $t$ both smaller than $\mu_1$ is impossible so that the support must be of the form $\{t, b\}$. Another argument is as follows: for such a $t$, we have $P[Z < t] = 0$ so that $a$ cannot belong to the support of $Z$. We then get

$$Z = \begin{cases} t & \text{with probability } \frac{b - \mu_1}{b - t}, \\ b & \text{with probability } \frac{\mu_1 - a}{b - t}. \end{cases}$$

Notice that $Z$ tends to $X_{\max}^{(2)}$ as $t \to a$. If $\mu_1 < t < b$ then $b$ cannot be a support point because $b$ and $t$ both larger than $\mu_1$ is impossible so that the support must be of the form $\{a, t\}$. Another argument is as follows: for such a $t$, we have $P[Z < t] = 1$ so that $b$ cannot belong to the support of $Z$. We then get

$$Z = \begin{cases} a & \text{with probability } \frac{t - \mu_1}{t - a}, \\ t & \text{with probability } \frac{\mu_1 - a}{t - a}. \end{cases}$$

Notice that $Z$ tends to $X_{\max}^{(2)}$ as $t \to b$ and also observe that the discussion on bounds for $F_X(t)$ depend on the localisation of $t$ with respect to

$$\text{supp}(X_{\min}^{(2)}) \cup \text{supp}(X_{\max}^{(2)}) = \{a, \mu_1, b\}.$$

The final result we get is as follows:

- if $a < t < \mu_1$:
  $$0 = P[Z < t] \leq F_X(t) \leq P[Z \leq t] = P[Z = t] = \frac{b - \mu_1}{b - t}.$$

- if $\mu_1 < t < b$:
  $$\frac{t - \mu_1}{t - a} = P[Z = a] = P[Z < t] \leq F_X(t) \leq P[Z \leq t] = \frac{b - \mu_1}{b - t} = 1.$$
Figure 3.1: Case $s = 2$, $m = 1$: The left panel displays the extreme cdfs of $X_{\text{min}}^{(2)}$ and $X_{\text{max}}^{(2)}$ and the right panel draws $F_Z(t)$ and $F_Z(t^-) = P[Z < t]$ on top of these extreme cdfs with $\mu_1 = \frac{1}{2}$, $a = 0$ and $b = 5$. Note that we omitted the indice in the notation of the random variable $Z$ but for each $t$, the random variable $Z$ depends on $t$. The curves represented in Panel B and denoted by abuse of notation $F_Z(t)$ and $F_Z(t^-)$ are $F_{Z_t}(t)$ and $F_{Z_t}(t^-)$. The lower and upper curves in Panel B should be interpreted as bounds on the $F_Z(t)$ when two moments are fixed.

Even number of moments fixed: Let us now assume that $s$ is odd, i.e. $s = 2m + 1$ for some integer $m$. In this case, we consider a discrete variable $Z$ in $M_s([a, b]; \mu_1, \mu_2, \ldots, \mu_{s-1})$ with support that is either of the form $\{z_1, \ldots, z_{m+2}\}$ with $a = z_1 < \ldots < z_{m+2} = b$, or $\{z_1, \ldots, z_{m+1}\}$ with $a < z_1 < \ldots < z_{m+1} < b$. Indeed, if the support is $\{z_1, \ldots, z_{m+2}\}$ with $z_1 = a$ and $z_{m+2} = b$, it readily shows that one has a total of $2m + 1 = s$ crossings with any other element $X$ in $M_s([a, b]; \mu_1, \mu_2, \ldots, \mu_{s-1})$ ($X \neq X^{(s)}_{\text{min}}, X \neq X^{(s)}_{\text{max}}$):

- one crossing over each flat part above $(z_j, z_{j+1})$, $j = 1, \ldots, m + 1$ (i.e. a total of $m + 1$ crossings);
- one crossing at each atom $z_2, \ldots, z_{m+1}$ (i.e. a total of $m$ crossings).

If the support is $\{z_1, \ldots, z_{m+1}\}$ with $a < z_1 < \ldots < z_{m+1} < b$, we also have a total of $2m + 1 = s$ crossings:

- one crossing over each flat part above $(z_j, z_{j+1})$, $j = 1, \ldots, m$ (i.e. a total of $m$ crossings);
- one crossing at each atom $z_1, \ldots, z_{m+1}$ (i.e. a total of $m + 1$ crossings).

As before, depending on the location of $t$ with respect to the support points of the $s$-convex extrema $X^{(s)}_{\text{min}}$ and $X^{(s)}_{\text{max}}$, there is only one possible $Z$, including either $a$ and $b$ as
support points or none of them. To explain this further let us remark that the support points of \(X^{(s)}_{\min}\) are \(a = x_1 < x_2 < \ldots < x_{m+1} < b\) and the support points of \(X^{(s)}_{\max}\) are \(a < y_1 < y_2 < \ldots < y_m < y_{m+1} = b\). The \(x_j\) and \(y_j\) satisfy

\[
a = x_1 < y_1 < x_2 < y_2 < \ldots < y_m < x_{m+1} < y_{m+1} = b. \tag{3.2}
\]

At each atom \(z_j\) of \(Z\), \(F_Z\) must cross both \(F_{X^{(s)}_{\min}}\) and \(F_{X^{(s)}_{\max}}\) so that two cases are possible:

- if \(t \in (x_j, y_j)\) for some \(j = 1, \ldots, m+1\) then each atom of \(Z\) must belong to an interval \((x_\ell, y_\ell), \ell = 1, \ldots, m+1\) and no probability mass is placed on the extremities \(a\) and \(b\). The support of \(Z\) thus consists of

  \[
a < z_1 < z_2 < \ldots < z_m < z_{m+1} < b
\]

with each \(z_k \in (x_k, y_k)\) and \(z_j = t\).

- if \(t \in (y_j, x_{j+1})\) for some \(j = 1, \ldots, m\) then each atom of \(Z\) must belong to an interval \((y_\ell, x_{\ell+1}), \ell = 1, \ldots, m\) and \(a\) and \(b\) must both belong to the support of \(Z\). The support of \(Z\) thus consists in

  \[
a = z_1 < z_2 < \ldots < z_{m+1} < z_{m+2} = b
\]

with each \(z_{k+1} \in (y_k, x_{k+1})\) for \(k = 1, \ldots, m\) and \(z_{j+1} = t\).

Thus, we see that the location of \(t\) with respect to the partition of \([a, b]\) created by the union of the supports of \(X^{(s)}_{\min}\) and \(X^{(s)}_{\max}\) satisfying (3.2) determines whether both \(a\) and \(b\) belong to the support of \(Z\) or none of them. The support of \(Z\) is then obtained by solving equation (2.2) with either \(\alpha_1 = t\) and \(i = 1\) or \(\alpha_1 = a\), \(\alpha_2 = t\), \(\alpha_3 = b\) and \(i = 3\).

We illustrate this further with a detailed example.

**Example 3.2** (Case \(s = 3\)). In \(\mathcal{M}_3([a, b]; \mu_1, \mu_2)\) we find that,

\[
X^{(3)}_{\min} = \begin{cases} 
  a & \text{with probability } \frac{\mu_2 - \mu_1^2}{(a-\mu_1)^2 + \mu_2 - \mu_1^2}, \\
  \mu_1 + \frac{\mu_2^2 - \mu_1^2}{\mu_1 - a} & \text{with probability } \frac{(a-\mu_1)^2}{(a-\mu_1)^2 + \mu_2 - \mu_1^2},
\end{cases} \tag{3.3}
\]

and

\[
X^{(3)}_{\max} = \begin{cases} 
  \mu_1 - \frac{\mu_2^2 - \mu_1^2}{b-\mu_1} & \text{with probability } \frac{(b-\mu_1)^2}{(b-\mu_1)^2 + \mu_2^2 - \mu_1^2}, \\
  b & \text{with probability } \frac{\mu_2^2 - \mu_1^2}{(b-\mu_1)^2 + \mu_2 - \mu_1^2}. 
\end{cases} \tag{3.4}
\]

As both \(X^{(3)}_{\min}\) and \(X^{(3)}_{\max}\) belong to \(\mathcal{M}_3([a, b]; \mu_1, \mu_2)\), the lower bound on \(F_X(t)\) can only be zero before \(\mu_1 - \frac{\mu_2^2 - \mu_1^2}{b-\mu_1}\) because \(F_{X^{(3)}_{\max}}\) vanishes there and that the upper bound can only be 1 after \(\mu_1 + \frac{\mu_2^2 - \mu_1^2}{\mu_1 - a}\) because \(F_{X^{(3)}_{\max}}\) = 1 over that interval. The support of \(Z\) must be either \(\{a, t, b\}\) or \(\{t, t'\}\) where \(t\) and \(t' \in (a, b)\). If \(a < t < \mu_1 - \frac{\mu_2^2 - \mu_1^2}{b-\mu_1}\) then \(a\) cannot be a support
point because $F_Z(t-) = 0$ there. Therefore, the support must be of the form \( \{t, t'\} \). From Lemma 1 in Jansen et al. (1986), we know that

\[
t' = \mu_1 + \frac{\mu_2 - \mu_1^2}{\mu_1 - a} \in (a', b) := \left(\mu_1 + \frac{\mu_2 - \mu_1^2}{\mu_1 - a}, b\right)
\]

\[
P[Z = t] = \frac{t' - \mu_1}{t' - t}, \quad P[Z = t'] = \frac{\mu_1 - t}{t' - t}.
\]

Hence,

\[Z = \begin{cases} t & \text{with probability } \frac{t' - \mu_1}{t' - t}, \\ t' & \text{with probability } \frac{\mu_1 - t}{t' - t}. \end{cases}\]

If $\mu_1 - \frac{\mu_2 - \mu_1^2}{b - \mu_1} < t < \mu_1 + \frac{\mu_2 - \mu_1^2}{\mu_1 - a}$, i.e. $b' < t < a'$ then

\[
P[Z < t] \geq F_{X^{(3)}}(t) > 0 \\
P[Z > t] = 1 - F_Z(t) > 1 - F_{X^{(3)}}(t) > 0
\]

so that there must be at least two other support points, one to the left of $t$ and another one to the right of $t$. Thus, the support must be of the form \( \{a, t, b\} \). The corresponding probability masses can be found from

\[
P[Z = a] = \frac{E[(Z - t)(Z - b)]}{(a - t)(a - b)} = \frac{\mu_2 - (t + b)\mu_1 + bt}{(a - t)(a - b)},
\]

\[
P[Z = t] = \frac{E[(Z - a)(Z - b)]}{(t - a)(t - b)} = \frac{\mu_2 - (a + b)\mu_1 + ab}{(t - a)(t - b)},
\]

\[
P[Z = b] = \frac{E[(Z - a)(Z - t)]}{(b - a)(b - t)} = \frac{\mu_2 - (a + t)\mu_1 + at}{(b - a)(b - t)}.
\]

(3.5)

If $\mu_1 + \frac{\mu_2 - \mu_1^2}{\mu_1 - a} < t < b$, i.e. $a' < t < b$ then $b$ cannot be a support point because $F_Z(t) = 1$ here. Hence, the support must consist of two interior points of $[a, b]$ and

\[Z = \begin{cases} t' & \text{with probability } \frac{t - \mu_1}{t - t'}, \\ t & \text{with probability } \frac{\mu_1 - t}{t - t'}. \end{cases}\]

We observe again that the discussion on $t$ is with respect to

\[\text{supp}(X^{(3)}_{\min}) \cup \text{supp}(X^{(3)}_{\max}) = \left\{a, \mu_1 - \frac{\mu_2 - \mu_1^2}{b - \mu_1}, \mu_1 + \frac{\mu_2 - \mu_1^2}{\mu_1 - a}, b\right\}.\]

The final result we get is as follows:

- if $a < t < \mu_1 - \frac{\mu_2 - \mu_1^2}{b - \mu_1}$:

\[0 = P[Z < t] \leq F_X(t) \leq P[Z \leq t] = \frac{t' - \mu_1}{t' - t} = \frac{\mu_2 - \mu_1^2}{(\mu_1 - t)^2 + \mu_2 - \mu_1^2}.\]
• if $\mu_1 - \frac{\mu_2 - \mu_1^2}{\mu_1 - a} < t < \mu_1 + \frac{\mu_2 - \mu_1^2}{\mu_1 - a}$:

$$P[Z = a] = P[Z < t] \leq F_X(t) \leq P[Z \leq t] = P[Z = b]$$

where $P[Z = a]$ and $P[Z = b]$ are given by (3.5).

• if $\mu_1 + \frac{\mu_2 - \mu_1^2}{\mu_1 - a} < t < b$:

$$\frac{(x - \mu_1)^2}{(t - \mu_1)^2 + \mu_2 - \mu_1^2} = \frac{t - \mu_1}{t - t'} = P[Z = t'] = P[Z < t] \leq F_X(t) \leq P[Z \leq t] = 1.$$

Figure 3.2: Case $s = 3$: the left panel represents the cdfs of $X_{\min}^{(3)}$ and $X_{\max}^{(3)}$ and the right panel displays $F_Z(t)$ and $F_Z(t^-) = P[Z < t]$ with $\mu_1 = \frac{1}{2} = \mu_2$, $a = 0$ and $b = 5$. Note that we omitted the indice in the notation of the random variable $Z$ but for each $t$, the random variable $Z$ depends on $t$. The curves represented in Panel B and denoted by abuse of notation $F_Z(t)$ and $F_Z(t^-)$ are $F_{Z_{t}}(t)$ and $F_{Z_{t}}(t^-)$. The lower and upper curves in Panel B should be interpreted as bounds on $F_X(t)$ when two moments are fixed.

4 Moment bounds on VaR

4.1 Derivation

Our aim is now to derive bounds on the Value-at-Risk (VaR) of $X$ at level $p$,

$$VaR_p[X] := F_X^{-1}(p) = \inf\{x \in \mathbb{R} | F_X(x) \geq p\}.$$  

The approach to derive VaR bounds is closely related to the one we described for finding bounds on its distribution. The only adjustment we need to make is that we now impose
$F_Z(z_j) = p$ for some atom $z_j$ of $Z$. Any distribution function in the moment space must then cross the plateau at probability level $p$ and hence $[F_Z^{-1}(p); F_Z^{-1+}(p)]$ provides the range of admissible values for $VaR_p[X]$ where $F_Z^{-1+}$ is defined as

$$F_Z^{-1+}(p) = \sup\{x \in \mathbb{R} | F_Z(x) \leq p\}.$$

More precisely, the position of the level $p$ in the union of the ranges of the distribution functions of the $s$-convex extrema $X^{(s)}_{\min}$ and $X^{(s)}_{\max}$ indicates the atom at which $F_Z$ must reach level $p$ (to ensure that we indeed have $s$ crossings). We explain this further as follows.

Let us first assume that an even number of moments are known. Thus, we assume that $s = 2m + 1$. Then, the support points of $X^{(s)}_{\min}$ are $a = x_1 < x_2 < \ldots < x_{m+1} < b$ and the support points of $X^{(s)}_{\max}$ are $a < y_1 < y_2 < \ldots < y_m < y_{m+1} = b$. The $x_j$ and $y_j$ satisfy (3.2). We distinguish the two following cases:

- if $p \in \left( F_{X^{(s)}_{\min}}(x_j), F_{X^{(s)}_{\max}}(y_j) \right)$, i.e. $p \in \left( \sum_{k=1}^i p_k, \sum_{k=1}^i q_k \right)$ then $F_Z$ must plateau at level $p$ from before $F_{X^{(s)}_{\min}}^{-1}(p) = y_j$ to after $F_{X^{(s)}_{\max}}^{-1}(p) = x_{j+1}$. This means that $Z$ has no atom in $(y_j, x_{j+1})$ so that each of the $m + 1$ support points of $Z$ belongs to an interval $(x_{\ell}, y_{\ell})$, $\ell = 1, \ldots, m + 1$ and $a$ and $b$ do not belong to the support of $Z$. Level $p$ is reached by $F_Z$ at the atom located in $(x_j, y_j)$, that is, $F_Z(z_j) = p$ and

$$z_j \leq VaR_p[X] \leq z_{j+1}$$

for any $X \in \mathcal{M}_s([a, b]; \mu_1, \mu_2, \ldots, \mu_{s-1})$.

This also provides the following bounds on $VaR_p[X]$ in terms of support points of the $s$-convex extrema:

$$x_j \leq VaR_p[X] \leq y_{j+1}$$

for any $X \in \mathcal{M}_s([a, b]; \mu_1, \mu_2, \ldots, \mu_{s-1})$.

- if $p \in \left( F_{X^{(s)}_{\max}}(y_j), F_{X^{(s)}_{\min}}(x_{j+1}) \right)$, i.e. $p \in \left( \sum_{k=1}^j q_k, \sum_{k=1}^{j+1} p_k \right)$ then $F_Z$ must plateau at level $p$ from before $F_{X^{(s)}_{\max}}^{-1}(p) = x_{j+1}$ to after $F_{X^{(s)}_{\min}}^{-1}(p) = y_{j+1}$. This means that $Z$ has no atom in $(x_{j+1}, y_{j+1})$ and the support points of $Z$ must be $a$, $b$ and (unique) elements in each interval $(y_{\ell}, x_{\ell+1})$, $\ell = 1, \ldots, m$. Level $p$ is reached by $F_Z$ at the atom located in $(y_j, x_{j+1})$, that is, $F_Z(z_{j+1}) = p$ and

$$z_{j+1} \leq VaR_p[X] \leq z_{j+2}$$

for any $X \in \mathcal{M}_s([a, b]; \mu_1, \mu_2, \ldots, \mu_{s-1})$.

This also provides the following bounds on $VaR_p[X]$ in terms of support points of the $s$-convex extrema:

$$y_j \leq VaR_p[X] \leq x_{j+2}$$

for any $X \in \mathcal{M}_s([a, b]; \mu_1, \mu_2, \ldots, \mu_{s-1})$.

Next we consider the situation in which an odd number of moments are known. Hence, $s = 2m$. Then, the support points of $X^{(s)}_{\min}$ are $a = x_1 < x_2 < \ldots < x_m < b$ and the support points of $X^{(s)}_{\max}$ are $a = y_1 < y_2 < \ldots < y_m < y_{m+1} = b$. The $x_j$ and $y_j$ satisfy (3.1). The following two cases can be identified:
• if \( p \in \left( F_{X_{\min}^{(s)}}^{(i)}(y_j), F_{X_{\max}^{(i)}}^{(i)}(x_j) \right) \), i.e. \( p \in \left( \sum_{k=1}^{j} q_k, \sum_{k=1}^{j+1} p_k \right) \) then \( F_Z \) must plateau at level \( p \) from before \( F_{X_{\min}^{(i)}}^{-1}(p) = x_j \) to after \( F_{X_{\max}^{(i)}}^{-1}(p) = y_{j+1} \). Hence, \( Z \) has no atom in \((x_j, y_{j+1})\) so that the support points of \( Z \) must include \( b \) and (unique) elements in each interval \((y_{\ell}, x_{\ell})\), \( \ell = 1, \ldots, m \). Level \( p \) is reached by \( F_Z \) at the atom located in \((y_j, x_j)\), that is, \( F_Z(z_j) = p \) and

\[
z_j \leq \text{VaR}_p[X] \leq z_{j+1} \text{ for any } X \in \mathcal{M}_s([a, b]; \mu_1, \mu_2, \ldots, \mu_{s-1}).
\]

This also provides the following bounds on \( \text{VaR}_p[X] \) in terms of support points of the \( s \)-convex extrema:

\[
y_j \leq \text{VaR}_p[X] \leq x_{j+1} \text{ for any } X \in \mathcal{M}_s([a, b]; \mu_1, \mu_2, \ldots, \mu_{s-1}).
\]

• if \( p \in \left( F_{X_{\min}^{(i)}}^{(i)}(x_j), F_{X_{\max}^{(i)}}^{(i)}(y_{j+1}) \right) \), i.e. \( p \in \left( \sum_{k=1}^{j} p_k, \sum_{k=1}^{j+1} q_k \right) \) then \( F_Z \) must plateau at level \( p \) from before \( F_{X_{\min}^{(i)}}^{-1}(p) = y_{j+1} \) to after \( F_{X_{\max}^{(i)}}^{-1}(p) = x_{j+1} \). This means that \( Z \) has no atom in \((y_{j+1}, x_{j+1})\) and the support points of \( Z \) must be \( a \) and (unique) elements in each interval \((x_{\ell}, y_{\ell+1})\), \( \ell = 1, \ldots, m \). Level \( p \) is reached by \( F_Z \) at the atom located in \((x_j, y_{j+1})\), that is, \( F_Z(z_j) = p \) and

\[
z_j \leq \text{VaR}_p[X] \leq z_{j+1} \text{ for any } X \in \mathcal{M}_s([a, b]; \mu_1, \mu_2, \ldots, \mu_{s-1}).
\]

This also provides the following bounds on \( \text{VaR}_p[X] \) in terms of support points of the \( s \)-convex extrema:

\[
x_j \leq \text{VaR}_p[X] \leq y_{j+2} \text{ for any } X \in \mathcal{M}_s([a, b]; \mu_1, \mu_2, \ldots, \mu_{s-1}).
\]

We illustrate the construction with an example.

**Example 4.1** (Case \( s = 3 \)). The discussion is with respect to the probability levels

\[
\text{range}(F_{X_{\min}^{(3)}}) \cup \text{range}(F_{X_{\max}^{(3)}}) = \left\{ 0, \frac{\mu_2 - \mu_1^2}{(a - \mu_1)^2 + \mu_2 - \mu_1^2}, \frac{(b - \mu_1)^2}{(b - \mu_1)^2 + \mu_2 - \mu_1^2}, 1 \right\}.
\]

• For \( p < \frac{\mu_2 - \mu_1^2}{(a - \mu_1)^2 + \mu_2 - \mu_1^2} \) we select \( Z \) with support \{\( a, t, b \)\} and we impose \( P[Z = a] = p \) so that

\[
p = \frac{\mu_2 - (t + b)\mu_1 + bt}{(a - t)(a - b)} \iff t = \frac{pa(a - b) + b\mu_1 - \mu_2}{b - \mu_1 + p(a - b)}.
\]

The bounds are then given by

\[
\text{VaR}_p[X_{\min}^{(3)}] = a = \text{VaR}_p[Z] \leq \text{VaR}_p[X] \leq \text{VaR}_p[X_{\max}^{(3)}] = t = \frac{pa(a - b) + b\mu_1 - \mu_2}{b - \mu_1 + p(a - b)}.
\]
For \( \frac{(b - \mu_1)^2}{(a - \mu_1)^2 + \mu_2 - \mu_1} < p < \frac{(b - \mu_1)^2}{(b - \mu_1)^2 + \mu_2 - \mu_1^2} \) we select \( Z \) with support \( \{t, t'\} \) in \((a, b)\) such that \( P[Z = t] = p \) so that

\[
p = \frac{t' - \mu_1}{t' - t} = \frac{\mu_2 - \mu_1}{\mu_1 - t} = \frac{\mu_2 - \mu_1^2}{\mu_1 - t} \quad \Leftrightarrow \quad (\mu_1 - t)^2 = \frac{1 - p}{p} (\mu_2 - \mu_1^2) \quad \Leftrightarrow \quad t = \mu_1 - \sqrt{\frac{1 - p}{p} (\mu_2 - \mu_1^2)}
\]

as \( t < \mu_1 < t' \) must hold. The other support point of \( Z \) is then given by

\[
t' = \mu_1 + \sqrt{\frac{1 - p}{p} (\mu_2 - \mu_1^2)} = \mu_1 + \sqrt{\frac{p}{1 - p} (\mu_2 - \mu_1^2)}.
\]

The bounds on \( VaR_p[X] \) are then given by

\[
\mu_1 - \sqrt{\frac{1 - p}{p} (\mu_2 - \mu_1^2)} = t = VaR_p[Z] \leq VaR_p[X] \leq VaR_p^+[Z] = t' = \mu_1 + \sqrt{\frac{p}{1 - p} (\mu_2 - \mu_1^2)}.
\]

For \( p > \frac{(b - \mu_1)^2}{(b - \mu_1)^2 + \mu_2 - \mu_1^2} \) we consider \( Z \) with support \( \{a, t, b\} \) with \( P[Z \leq t] = p \Leftrightarrow P[Z = b] = 1 - p \) so that

\[
1 - p = \frac{\mu_2 - (a + t) \mu_1 + at}{(b - a)(b - t)} \quad \Leftrightarrow \quad t = \frac{(1 - p)b(b - a) + a \mu_1 - \mu_2}{a - \mu_1 + (1 - p)(b - a)}.
\]

Then,

\[
\frac{(1 - p)b(b - a) + a \mu_1 - \mu_2}{a - \mu_1 + (1 - p)(b - a)} = t = VaR_p[Z] \leq VaR_p[X] \leq VaR_p^+[Z] = b.
\]

**VaR bounds for an exponential like claim:** Let us next compute VaR bounds for a variable that behaves like an exponential claim. Specifically, we consider random variables \( X \) on a bounded interval \([0, 50]\) such that their first moments \( \mu_i \) \((i = 1, 2, \ldots, 10)\) match those of an exponential distribution with parameter \( \lambda = 10 \). Thus, \( \mu_i = \frac{11}{10^i} \) with \( i = 1, 2, \ldots, 10 \). Note that for the given exponential distribution, the probability to exceed 50 is equal to \( 1 - e^{-500} \), i.e. we obtain that this event has zero probability at machine precision. In other words, the restriction to the bounded interval \([0, 50]\) is not a real constraint. In Table 4.1 we provide the bounds on VaR at the different levels equal to 90\%, 95\% and 99\%. When only two moments are given, then we can directly build on Example 4.1 to obtain closed-form expressions for the VaR bounds. Hence, taking \( a = 0, b = 50, \mu_1 = \frac{1}{10}, \mu_2 = \frac{2}{100} \) we find in this case that

- If \( p < \frac{1}{2} \),

\[
0 < VaR_p(X) < \frac{498}{4990 - 5000p}.
\]
If \( \frac{1}{2} \leq p \leq \frac{499^2}{499^2 + 1} \),
\[
\frac{1}{10} - \frac{1}{10} \sqrt{\frac{1 - p}{p}} \leq \text{VaR}_p(X) \leq \frac{1}{10} + \frac{1}{10} \sqrt{\frac{p}{1 - p}}.
\]

If \( p > \frac{499^2}{499^2 + 1} \),
\[
\frac{100(1 - p)50^2 - 2}{(1 - p)5000 - 10} \leq \text{VaR}_p(X) \leq 50
\]

<table>
<thead>
<tr>
<th># of moments</th>
<th>( \text{VaR}_{90%} )</th>
<th>( \text{VaR}_{95%} )</th>
<th>( \text{VaR}_{99%} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(0.005 ; 1.00)</td>
<td>(0.005 ; 2.00)</td>
<td>(0.005 ; 10.0)</td>
</tr>
<tr>
<td>2</td>
<td>(0.07 ; 0.40)</td>
<td>(0.08 ; 0.54)</td>
<td>(0.09 ; 1.09)</td>
</tr>
<tr>
<td>3</td>
<td>(0.09 ; 0.38)</td>
<td>(0.125 ; 0.46)</td>
<td>(0.16 ; 0.72)</td>
</tr>
<tr>
<td>4</td>
<td>(0.095 ; 0.37)</td>
<td>(0.135 ; 0.45)</td>
<td>(0.23 ; 0.64)</td>
</tr>
<tr>
<td>5</td>
<td>(0.10 ; 0.36)</td>
<td>(0.14 ; 0.44)</td>
<td>(0.24 ; 0.63)</td>
</tr>
<tr>
<td>6</td>
<td>(0.11 ; 0.35)</td>
<td>(0.16 ; 0.44)</td>
<td>(0.24 ; 0.62)</td>
</tr>
<tr>
<td>7</td>
<td>(0.12 ; 0.35)</td>
<td>(0.17 ; 0.43)</td>
<td>(0.27 ; 0.61)</td>
</tr>
<tr>
<td>8</td>
<td>(0.13 ; 0.33)</td>
<td>(0.17 ; 0.43)</td>
<td>(0.28 ; 0.60)</td>
</tr>
<tr>
<td>9</td>
<td>(0.13 ; 0.33)</td>
<td>(0.18 ; 0.42)</td>
<td>(0.29 ; 0.60)</td>
</tr>
<tr>
<td>10</td>
<td>(0.13 ; 0.33)</td>
<td>(0.19 ; 0.41)</td>
<td>(0.31 ; 0.59)</td>
</tr>
</tbody>
</table>

Table 4.1: We compute the minimum and maximum possible values of VaR for assuming that only the first series of moments \( \mu_i \) of the loss are known \((a = 0, b = 50)\). The VaR bounds are reported as \((; ;)\) in which the first value is the lower bound and the second value is the upper bound. The VaR numbers that are obtained when assuming the loss is exponentially distributed \((\text{parameter } \lambda = 10 \text{ and moments } \mu_i = \frac{i}{\lambda})\) are given by \( \text{VaR}_{90\%} = 0.2302 \), \( \text{VaR}_{95\%} = 0.2996 \) and \( \text{VaR}_{99\%} = 0.4605 \).

We observe from Table 4.1 that there is still a lot of model risk on VaR assessments even when ten moments are known \((\text{without any statistical uncertainty})\). This observation holds for VaRs obtained at different probability levels as shown by comparing the width of the bounds for confidence levels at 90%, 95% and 99%.

### 4.2 Incorporating statistical uncertainty

In practice, the moments of the variable \( X \) at hand are not always precisely known ex-ante but are usually to be estimated from available data. For example, when \( X \) reflects the number of defaults of a credit loan portfolio, its \( k \)-th moment depends on the \( (\text{joint}) \) probabilities that \( k \) different loans default. While for low values of \( k \) \((k = 1, 2)\) one may perhaps assume that these probabilities \((\text{and thus the corresponding moments})\) are known such assumption is clearly not realistic for larger values of \( k \).
In this subsection, in order to capture the statistical uncertainty on the moments, we propose a robust approach in which we fix the first moment, but allow higher moments to take a value that is smaller than some maximum value $\mu_k$ ($k = 2, 3, ..., s - 1$). It is clear that doing so is prudent in the sense that the bounds on statistical quantities will become wider as compared to the situation that we considered before (known moments). Hence, let us denote by $\mathcal{U}_s([a, b]; \mu_1, \mu_2, ..., \mu_{s-1})$ the class of all the random variables $X$ valued in the interval $[a, b]$ ($a, b \in \mathbb{R}$) with $E[X] = \mu_1$ and $E[X^k] \leq \mu_k$ ($k = 2, 3, ..., s - 1$). In what follows, we restrict to non-negative random variables, i.e. $0 \leq a < b$. As $x \mapsto x^k$ is convex on $(0, \infty)$ it follows that $\mu_k \geq (\mu_1)^k$ ($k = 1, ..., s - 1$) must hold. In particular, the variable $X = \mu_1$ a.s. belongs to $\mathcal{U}_s([a, b]; \mu_1, \mu_2, ..., \mu_{s-1})$.

Consider now discrete random variables $Z_\alpha$ ($\alpha \geq 0$, $0 < p < 1$) of the form,

$$Z_\alpha = \begin{cases} \mu_1 - \alpha \frac{1 - p}{p} & \text{with probability } p, \\ \mu_1 + \alpha & \text{with probability } 1-p. \end{cases}$$  \hspace{1cm} (4.1)

Remark that $E[Z_\alpha] = \mu_1$ and $Z_\alpha$ takes values on $[a, b]$ whenever

$$0 \leq \alpha \leq \alpha^* := \min \left( b - \mu_1, (\mu_1 - a) \frac{p}{1-p} \right).$$

In particular, $Z_0$ belongs to $\mathcal{U}_s([a, b]; \mu_1, \mu_2, ..., \mu_{s-1})$. Furthermore, for all $k = 1, ..., s - 1$, one has that $\alpha \mapsto E[Z_\alpha^k]$ is increasing on $[0, \alpha^*]$ and there exists a maximum value $\beta$ such $Z_\beta \in \mathcal{U}_s([a, b]; \mu_1, \mu_2, ..., \mu_{s-1})$. We claim now that

$$\mu_1 - \beta \frac{1 - p}{p} \leq \text{Var}_p[X] \leq \mu_1 + \beta \text{ for any } X \in \mathcal{U}_s([a, b]; \mu_1, \mu_2, ..., \mu_{s-1}).$$

To this end, note that there exists $\ell \in \{2, 3, ..., s - 1\}$ such that for $E[Z_{\beta}^\ell] = \mu_\ell$ (otherwise by continuity of $\alpha \mapsto E[Z_\alpha^k]$ one can find $\beta^* > \beta$, $Z_{\beta^*} \in \mathcal{U}_s([a, b]; \mu_1, \mu_2, ..., \mu_{s-1})$, which is a contradiction). Take any $X \in \mathcal{U}_s([a, b]; \mu_1, \mu_2, ..., \mu_{s-1})$ and assume that $\text{Var}_p[X] > \text{Var}_p[Z_{\beta^*}] = \mu_1 + \beta$. From the construction of $Z_{\beta}$ it is immediately clear that $S^-(F_{Z_{\beta}} - F_X) \leq 1$ and that the last sign of $F_{Z_{\beta}} - F_X$ is a “+”. If there is no crossing then $E[Z_{\beta}^\ell] = \mu_\ell < E[X^\ell]$ which contradicts with $X \in \mathcal{U}_s([a, b]; \mu_1, \mu_2, ..., \mu_{s-1})$. If there is one crossing then $Z_{\beta} \succcurlyeq_{2-ex} X$ must hold. Since $x \mapsto x^\ell$ is convex, it must hold that $E[X^\ell] = E[Z_{\beta}^\ell] = \mu_{\ell}$. Invoking the convexity of $x \mapsto x^\ell$ again, this can only be true if $Z_{\beta}$ and $X$ have the same distribution, which is a contradiction with the assumption $\text{Var}_p[X] > \text{Var}_p[Z_{\beta}]$. Hence, $\text{Var}_p[X] \leq \mu_1 + \beta$ must hold. The other inequality, namely $\mu_1 - \beta \frac{1 - p}{p} \leq \text{Var}_p[X]$, can be proven similarly.

## 5 Applications

Stochastic s-convex extrema are known to provide reasonably accurate bounds on several risk quantities, including ruin probabilities (Denuit and Lefevre (1997)) or zero-exponential
utility premiums (Denuit (1999)). They have also been successfully applied to bound gambler’s ruin probabilities (Hurlimann (2005)) or the possible extinction in a branching process (Sawaya and Klaere (1997)). These problems have in common that they involve bounds on expectations of higher order differentiable functions. By contrast, in this paper we essentially aim at finding bounds for distribution functions (i.e., expectations of step functions) and VaRs.

5.1 Model uncertainty of credit risk models

Financial institutions employ credit portfolio models to monitor the risk they run on their different lending activities. Such monitoring is of utmost importance, as credit risk is typically the most important risk driver of a bank, and failure of one or more banks can destabilize an entire economy. Hence, let us consider a portfolio sum \( S = v_1 I_1 + v_2 I_2 + \cdots + v_n I_n \) in which the \( I_i \) (\( i = 1, 2, \ldots, n \)) are the indicator variables taking value one in the case of a default (with probability \( q_i \)) and zero otherwise, and in which the \( v_i \) (\( i = 1, 2, \ldots, n \)) are the net exposures upon default. In order to assess the portfolio risk, one essentially needs to know the probabilities that two or more loans default together, but these quantities are hard to compute due to lack of (sufficiently rich) default statistics. In other words, credit risk portfolio models are inherently subject to model uncertainty. In this section, we shed light on the magnitude of this uncertainty. For convenience, but without impact on the conclusions of the analysis, we focus on large homogeneous portfolios. Hence, let us denote \( q_i = q \) and let \( v_i = 1 \) (\( i = 1, 2, \ldots, n \)). We are interested in the properties of the variable \( S_n \) for \( n \to \infty \).

**KMV model:** The KMV model is the standard credit risk model used in the financial industry, which is also prominently present in the Solvency II and Basel III regulatory frameworks where it is used to when determining the capital requirements that insurers respectively banks need to hold as a safeguard against insolvency; see also McKinsey (2009), the Basel Committee on Banking Supervision (2010) and the Committee of Insurance and Occupational Pension Supervisors (2008). The basic idea of the KMV model is that default of a loan occurs when the assets of the underlying debtor are insufficient to meet the liabilities. Assuming that the asset returns of the obligors are multivariate normally distributed (with correlation parameter \( \rho \)), one obtains for the asymptotic distribution of the portfolio loss \( S_n \),

\[
\lim_{n \to \infty} P\left( \frac{S_n}{n} \leq s \right) = \Phi\left( \frac{(1 - \rho)^2 \Phi^{-1}(s) - \Phi^{-1}(q)}{\sqrt{\rho}} \right),
\]

where \( \Phi \) is the distribution of the standard normal random variable \( N \). Hence, in the KMV framework one obtains that, asymptotically, \( S_n / \sqrt{n} \sim \Phi(\mu + \sigma N) \) where \( \mu = \frac{\Phi^{-1}(q)}{\sqrt{1 - \rho}} \) and \( \sigma = \frac{\sqrt{\rho}}{\sqrt{1 - \rho}} \), i.e., one obtains a probit norm distribution for the portfolio loss with parameters that depend on \( q \) and \( \rho \) only (see also Vasicek (2001) or McNeil et al. (2005)).
Model uncertainty: The KMV framework makes the crucial assumption that (log) asset returns are multivariate normally distributed allowing to have full knowledge on the distribution. However, it is clear that lack of data makes it hard, if not impossible, to backtest this modeled distribution. In fact, it is more realistic to assume that only the first series of moments of the portfolio loss are known, and, thus, that there are several models (one of which is the KMV model) that are statistically indistinguishable in the sense that their loss distributions are consistent with the given moments. Therefore, it is of interest to find the maximum and the minimum possible VaR that can be attained by a model given the information on a limited number of moments.

Using Table 8.6 page 365 from McNeil et al. (2005), we fix $\mu = -1.71$ and $\sigma = 0.264$ (corresponding to a default probability $p = 0.049$ and an asset correlation $\rho = 0.0652$). We use Monte-Carlo simulation to obtain the higher order moments and we find $\mu_1 = 0.04913$, $\mu_2 = 0.003149$, $\mu_3 = 0.0002529$, $\mu_4 = 0.00002466$ and $\mu_5 = 0.000002840$.

<table>
<thead>
<tr>
<th># of moments</th>
<th>$VaR_{70%}$</th>
<th>$VaR_{90%}$</th>
<th>$VaR_{95%}$</th>
<th>$VaR_{99.5%}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(0.0000 ; 0.1638)</td>
<td>(0.0000 ; 0.4913)</td>
<td>(0.0000 ; 0.9826)</td>
<td>(0.0444 ; 1.0000)</td>
</tr>
<tr>
<td>2</td>
<td>(0.0314 ; 0.0905)</td>
<td>(0.0401 ; 0.1305)</td>
<td>(0.0429 ; 0.1673)</td>
<td>(0.0472 ; 0.4316)</td>
</tr>
<tr>
<td>3</td>
<td>(0.0315 ; 0.0903)</td>
<td>(0.0457 ; 0.1206)</td>
<td>(0.0508 ; 0.1424)</td>
<td>(0.0588 ; 0.2597)</td>
</tr>
<tr>
<td>4</td>
<td>(0.0318 ; 0.0890)</td>
<td>(0.0459 ; 0.1205)</td>
<td>(0.0603 ; 0.1362)</td>
<td>(0.0831 ; 0.1995)</td>
</tr>
<tr>
<td>5</td>
<td>(0.0347 ; 0.0836)</td>
<td>(0.0469 ; 0.1200)</td>
<td>(0.0610 ; 0.1358)</td>
<td>(0.0932 ; 0.1897)</td>
</tr>
</tbody>
</table>

Table 5.1: We compute the minimum and maximum possible values of VaR assuming that only the first $n$ moments of the portfolio loss are known ($n = 1, 2, 3, 4$ or $5$). The VaR bounds are reported as ( ; ) in which the first value is the lower bound and the second value is the upper bound. The VaR numbers that are obtained when using the KMV model are $VaR_{70\%} = 0.0580$, $VaR_{90\%} = 0.0851$, $VaR_{95\%} = 0.1010$ and $VaR_{99.5\%} = 0.1515$.

We observe from Table 5.1 that VaR assessments of credit risk portfolio models are subject to a huge amount of model risk when only the first moment is known (arising from knowledge of the marginal distributions), but reduces significantly when the second moment as source of dependence information is available. Hence, these results comply well with the findings of Bernard et al. (2013) who already indicated that adding dependence information can sharpen significantly the VaR bounds. Having information on higher order moments reduces the model risk further, but the speed of sharpening the VaR bounds is rather slow. The model risk reduces significantly when lowering the probability level used for assessing VaR. For example, reducing the probability level from 99.5% to 95% has a huge impact on the maximum possible and minimum possible values of VaR. Nevertheless, model risk remains a concern in all instances.

5.2 Model uncertainty of the collective risk model

The collective risk model is typically used in insurance to describe (non-life) insurance portfolios. It is also used to model credit risk portfolios (called the “actuarial” approach); see
CreditRisk+ (Gordy (2000) or Vandendorpe et al (2008)). So, let \( N \) be an \( N \)-valued random variable denoting the number of claims that arise from a portfolio of policies in a given time period and let \( X_1, X_2, \ldots \) be a sequence of independent and identically distributed individual risks with known distributions \( F \). Consider now the aggregate risk

\[
S = \sum_{i=1}^{N} X_i
\]

We want to compare the risk numbers obtained by using a fully specified model for \( S \) with its bounds that are derived assuming that only some moments of \( S \) are known.

Denote by \( m_r = E[X_i^r] \). Assume that \( N \) and \( X_i \) are independent and assume that \( N \) has a Poisson distribution with parameter \( \lambda \). Then we can compute the moments of \( S \) recursively using the following expression

\[
\mu_r = E[S^r] = \lambda \sum_{k=0}^{r-1} \binom{r-1}{k} \mu_k m_{r-k}, \quad \mu_0 = 1.
\]

For example, when \( N \) is Poisson distributed with mean \( \lambda \) and \( X_i \) are Exponentially distributed with parameter \( \theta \), then the moments are given by \( m_r = \frac{r^r}{\theta^r} \). In particular the average number of claims per period is \( \frac{1}{\lambda} \) and the average claim value is \( \frac{1}{\theta} \).

In the case of Exponential distribution, Klugman et al. (2012), Section 9.3, Example 9.8 page 229 on Exponential Severities, propose to use this formula to compute the distribution of the aggregate claims

\[
P[S \leq x] = \sum_{n=0}^{\infty} p_n P[S \leq x] = p_0 + \sum_{n=1}^{\infty} p_n \Gamma(n; x\theta)
\]

where \( \Gamma(n; x) = 1 - \sum_{j=0}^{n-1} \frac{x^j e^{-x}}{j!} \) and \( p_n = P[N = n] = \frac{\lambda^n e^{-\lambda}}{n!} \). We find after inverting the cdf that when \( \lambda = 1 \) and \( \theta = 10 \), the VaR at 99% is 0.618.

We report upper and lower bounds on VaR values when a given number of moments is known.

<table>
<thead>
<tr>
<th>Moments</th>
<th>VaRmin</th>
<th>VaRmax</th>
<th>Moments</th>
<th>VaRmin</th>
<th>VaRmax</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.05</td>
<td>10</td>
<td>5</td>
<td>0.32</td>
<td>0.85</td>
</tr>
<tr>
<td>2</td>
<td>0.1</td>
<td>1.55</td>
<td>10</td>
<td>0.41</td>
<td>0.78</td>
</tr>
<tr>
<td>3</td>
<td>0.24</td>
<td>0.93</td>
<td>55</td>
<td>0.53</td>
<td>0.69</td>
</tr>
<tr>
<td>4</td>
<td>0.31</td>
<td>0.85</td>
<td>100</td>
<td>0.56</td>
<td>0.67</td>
</tr>
</tbody>
</table>

Table 5.2: We compute the minimum and maximum possible values of VaR at the 0.99 probability level for a collective risk model when \( n \) of its moments are known (\( a = 0 \) and \( b = 30 \)). We assume that \( N \) is Poisson(1) distributed and the claim size is exponentially distributed with parameter \( \theta = 10 \).
From Table 5.2 we see that using a collective model for computing (VaR based) capital requirements of an insurance portfolio can be a slippery slope when there is no strong motivation for the particular model (here, a compound Poisson model with exponential like claims) other than mathematical convenience. If one only knows two moments of the (unknown) loss distribution then there are many models possible that are consistent with this information and the range of possible VaR numbers is wide. However, in line with the previous results on the assessment of model risk for a credit risk portfolio, we find that knowledge of the portfolio variance makes it possible to sharpen significantly the VaR bounds that arise when only the portfolio mean is given. In other words, adding dependence information reduces model error. Note that also in this case the marginal added value of having information on the higher order moments is decreasing with the order and model risk cannot be wiped out even when up to hundred moments are known.

6 Conclusion

In this paper, we study risk measurement of portfolios. If the marginal distributions of the risky components are known but their interdependence is not, then it is possible to identify models that give rise to the maximum and minimum possible values for VaR (see Puccetti and Rüschendorf (2012a) and Embrechts et al. (2013)). It appears that in many practical situations of interest these bounds are too wide to be very useful and dependence information should be useful to reducing them. In this context, using information on the higher order moments of the portfolio sum is a natural device to incorporate dependence information, but, unfortunately, doing so makes the problem hard to deal with. In this paper, we bypass the technical complexity by ignoring the knowledge of the marginal distributions and using the portfolio mean as source of information instead. Doing so leads to little loss of information while making it possible to derive bounds on distributions of portfolios and their VaRs. Indeed, we are able to present a new and simple technique to obtain upper and lower bounds on the distribution, the stop-loss premium and the Value-at-Risk of a given portfolio. We also propose a approach that allows dealing with additional statistical uncertainty on the imposed moment constraints.

Our results allow to assess the robustness of risk models and hence to address a growing concern of regulators. Assume for instance that an insurance company uses a certain model for setting capital requirements. The model is calibrated using statistical estimates of (higher order) moments. We are then able to derive the best and worst model that is consistent with this information, in the sense that these models provide the highest and lowest feasible value for the capital requirement. If the bounds diverge too much then this is a clear signal that the outcomes of the model should be considered with care (for that particular purpose), or, that the risk measure may not be suitable. We illustrate this feature by assessing the model uncertainty (i.e., the difference between upper and lower bounds) of a collective risk model. We observe that even when many moments are known, there may still be a lot of model uncertainty on the VaR of a portfolio especially at higher probability levels.

Supervisory authorities may find the results also useful for comparing risk models across
institutions. For example, banks and insurers employ models to assess the riskiness of credit default portfolios. In this context the $k$–th moment ($k = 1, 2, \ldots$) of the portfolio is driven by the probabilities that $k$ different obligors default together. It is then clear that it is very difficult to obtain reliable estimates for the third and perhaps even the second moment of the portfolio. Hence, one may expect that financial institutions will find very different risk numbers for portfolios with similar characteristics. This observation is no longer acceptable for the Basel Committee (2013) who insist on comparability to enhance a level playing field. The results of our paper allow to identify such issues of incomparability of risk models.
A Appendix: Requirements for $\mathcal{M}_{2m}([a,b]; \mu_1, \mu_2, \ldots, \mu_{2m-1})$ resp. $\mathcal{M}_{2m+1}([a,b]; \mu_1, \mu_2, \ldots, \mu_{2m})$ to be admissible as introduced in Section 2.1.

We need to introduce some moment matrices. To this end, let $\mu_0 \equiv 1$, and $m$ a (strictly) positive integer. For a given sequence $\mu_0, \mu_1, \ldots, \mu_{2m-1}$ of real numbers, define the $m \times m$ matrices

$$P_{m-1} = \begin{pmatrix} \mu_0 & \mu_1 & \mu_2 & \ldots & \mu_{m-1} \\ \mu_1 & \mu_2 & \mu_3 & \ldots & \mu_m \\ \mu_2 & \mu_3 & \mu_4 & \ldots & \mu_{m+1} \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ \mu_{m-1} & \mu_m & \mu_{m+1} & \ldots & \mu_{2m-2} \end{pmatrix}, \quad Q_{m-1} = \begin{pmatrix} \mu_1 & \mu_2 & \mu_3 & \ldots & \mu_m \\ \mu_2 & \mu_3 & \mu_4 & \ldots & \mu_{m+1} \\ \mu_3 & \mu_4 & \mu_5 & \ldots & \mu_{m+2} \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ \mu_m & \mu_{m+1} & \mu_{m+2} & \ldots & \mu_{2m-1} \end{pmatrix}.$$

For a given sequence $\mu_0, \mu_1, \ldots, \mu_{2m}$ we also define in addition,

$$R_{m-1} = \begin{pmatrix} \mu_2 & \mu_3 & \mu_4 & \ldots & \mu_{m+1} \\ \mu_3 & \mu_4 & \mu_5 & \ldots & \mu_{m+2} \\ \mu_4 & \mu_5 & \mu_6 & \ldots & \mu_{m+3} \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ \mu_{m+1} & \mu_{m+2} & \mu_{m+3} & \ldots & \mu_{2m} \end{pmatrix}.$$

Further, for any square matrix $A$, let $\|A\|$ denote the determinant of $A$. For $m = 1, 2, \ldots$, consider the conditions

$$\|Q_{m-1} - aP_{m-1}\| > 0 \text{ and } \|bP_{m-1} - Q_{m-1}\| > 0,$$  \hspace{1cm} (A.1)

and

$$\|P_{m-1}\| > 0 \text{ and } \|-abP_{m-2} + (a + b)Q_{m-2} - R_{m-2}\| > 0.$$  \hspace{1cm} (A.2)

The conditions (A.1) and (A.2) guarantee that the elements of the associated moment space have a minimum number of support points or, equivalently, that the moment space contains more than one element (and thus many elements). More precisely, let us denote for any random variable $X$, by supp$(X)$ the support of $X$, i.e. the set of all possible values for $X$. Furthermore, for any set $A$, let #($A$) denote the number of points in $A$. We can now state the following result (see also Proposition 3.1 in Denuit et al. (2000)):

(i) Let $m \geq 1$ be an integer and consider the moment space $\mathcal{M}_{2m}([a,b]; \mu_1, \mu_2, \ldots, \mu_{2m-1})$. Then $\mathcal{M}_{2m}([a,b]; \mu_1, \mu_2, \ldots, \mu_{2m-1})$ contains at least two elements $\iff \#(\text{supp}(X) \setminus \{a\}) \geq m$ and $\#(\text{supp}(X) \setminus \{b\}) \geq m$ for all $X \in \mathcal{M}_{2m}([a,b]; \mu_1, \mu_2, \ldots, \mu_{2m-1})$ $\iff$ (A.1) holds for $k \leq m - 1$ and (A.2) holds for $k \leq m - 1$.

(ii) Let $m \geq 1$ be an integer and consider the moment space $\mathcal{M}_{2m+1}([a,b]; \mu_1, \mu_2, \ldots, \mu_{2m})$. Then $\mathcal{M}_{2m+1}([a,b]; \mu_1, \mu_2, \ldots, \mu_{2m})$ contains at least two elements $\iff \#(\text{supp}(X)) \geq m + 1$ and $\#(\text{supp}(X) \setminus \{a, b\}) \geq m$ for all $X \in \mathcal{M}_{2m+1}([a,b]; \mu_1, \mu_2, \ldots, \mu_{2m})$ $\iff$ (A.1) holds for $k \leq m - 1$ and (A.2) holds for $k \leq m$. 

25
To understand why these statements follow from the conditions (A.1) and (A.2) indeed, one may recall from Proposition A.1 in Denuit et al. (2000) that the representations

\[
\|Q_{m-1} - aP_{m-1}\| = \frac{1}{m!} E \left[ \prod_{i=0}^{m-1} (X_i - a) \prod_{0 \leq j<k \leq m-1} (X_j - X_k)^2 \right]
\]

\[
\|bP_{m-1} - Q_{m-1}\| = \frac{1}{m!} E \left[ \prod_{i=0}^{m-1} (b - X_i) \prod_{0 \leq k<l \leq m-1} (X_j - X_k)^2 \right]
\]

hold for any \( m \geq 1 \), where \( X_0, X_1, \ldots, X_{m-1} \) are independent and identically distributed random variables belonging to \( M_{2m}([a,b]; \mu_1, \mu_2, \ldots, \mu_{2m-1}) \). Also, the representations

\[
\|P_m\| = \frac{1}{(m+1)!} E \left[ \prod_{0 \leq j<k \leq m} (X_j - X_k)^2 \right]
\]

\[
\|-abP_{m-1} + (a+b)Q_{m-1} - R_{m-1}\| = \frac{1}{m!} E \left[ \prod_{i=0}^{m-1} (X_i - a)(b - X_i) \prod_{0 \leq j<k \leq m-1} (X_j - X_k)^2 \right]
\]

hold for any \( m \geq 1 \), where \( X_0, X_1, \ldots, X_{m-1} \) are independent and identically distributed random variables belonging to \( M_{2m+1}([a,b]; \mu_1, \mu_2, \ldots, \mu_{2m}) \).

Now, imposing \( \|P_m\| > 0 \) excludes all the discrete random variables with less than \( m+1 \) support points as we must have \( X_j = X_k \) for at least one pair \((j,k)\) in this case. Similarly, imposing \( \|-abP_{m-1} + (a+b)Q_{m-1} - R_{m-1}\| > 0 \) excludes discrete random variables with atoms \( a, b \) and less than \( m \) other support points in \((a,b)\), for the same reason.

\[\Box\]
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